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Novel Tests of General Relativity
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1. Implement splines to model coherent deviations from GR.
2. Test on mock non-GR waveforms.
3. Constrain possible deviations in LIGO’s BBHs.

courtesy: T. Littenberg



Project 2: Characterizing EM-bright gravitational 
wave sources in non-stationary interferometer noise

Parameter estimation for detected gravitational wave sources includes estimation of masses, 
spins, and other physical parameters, as well as sky location. 
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This summer we plan to:  
1. Target real, common data defects in the LIGO detectors 
2. Inject EM-bright (containing at least one neutron star) simulated 

gravitational wave signals into affected data 
3. Characterize the impact of data defects on the recovery of signals 

and estimation of sky location, masses, and spins 
4. Explore techniques for mitigation 

Project 2 goals

Any mitigation techniques we identify may be incorporated into parameter estimation 
pipelines and the GW trigger alert approval process for low-latency alerts! 



PROJECT 3: ASTROPHYSICS WITH 
ASTROMETRIC DETECTION OF 
GRAVITATIONAL WAVES

Jonathan Gair, Enrico Ramirez-Ruiz



• Astrometric satellites like GAIA 
measure precise positions of stars on 
the sky.

• Gravitational waves perturb the 
apparent locations. Use these 
perturbations to detect GWs! Similar 
principle to pulsar timing.

• Many open questions, including

- what astrophysics and fundamental 
physics will these observations allow?

- how do you map the gravitational 
wave background using astrometric 
measurements?

- what are the prospects for third-
generation astrometric missions?

The Astrometric Effect of GWs

● Randomly scattered on the sky are 2000 stars
● A GW is incident on the Earth from the North pole 

(indicated by the black dot ⚫) 
● The stars move periodically at the GW frequency
● The black (red) lines show the movement tracks for a 

linearly plus (cross) polarised GW
● Orthographic projections of the Northern (top) and 

Southern (bottom) hemispheres 
● For clarity, the incident GW has amplitude A = 0.1

Also see animated versions of this plot at
http://store.maths.cam.ac.uk/DAMTP/cjm96/OrthographicProj_plus.gif
http://store.maths.cam.ac.uk/DAMTP/cjm96/OrthographicProj_cross.gif
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Voronoi cells have astrometric deflections which are not
parallel and partially cancel each other out in the com-
pression sum in Eq. 12. This lower Bayes’ factor reduces
the distance out to which the source can be detected;
the reduction in horizon distance is shown in Fig. 3.
The compression loss is independent of the number of
real stars. Provided grids with n � 7 are used the sen-
sitivity loss is less than 1%. The n = 7 grid contains
˜M = 980 virtual stars; therefore the full Gaia data con-

taining M > 10

9 stars can be compressed onto the n=7

grid, giving a compression factor of 109/980⇡ 10

6, with
a sensitivity loss less than 1%.

GAIA’s frequency sensitivity – In this section
the frequency dependence of Gaia’s sensitivity is quan-
tified, along with the effect of nonuniform time sam-
pling. A large number of mock data sets, similar to
that used previously were constructed. The astromet-
ric position of each star was measured N=75 times over
a T = 5 year period; some data sets were constructed
assuming uniform time sampling (T0), and some using
realistic Gaia samplings constructed using Gaia tools
(https://gaia.esac.esa.int/gost/) applied to three
points on the sky chosen to give a representation of the
variability in the Gaia sampling function (these three
samplings were labeled T↵, for ↵=1, 2, 3).

Circularly polarised GWs were injected with different
amplitudes and frequencies and the data sets were com-
pressed onto the n = 10 Voronoi grid for analysis. For
a fixed frequency injections were repeated varying the
GW amplitude to find the minimum amplitude necessary
for detection. This process was repeated for frequencies
in the range (10

�8.5–10�6
)Hz. The resulting sensitivity

curves are shown in Fig. 4 for each of the T↵, demon-
strating that the variability in Gaia’s sampling has only
a minor effect on its sensitivity to GWs.

The strain sensitivity of Gaia is almost flat above
f&1/T (where T =5 years is the mission lifetime). This
is in sharp contrast to the sensitivity of PTAs which de-
grade linearly at higher frequencies. This discrepancy
comes from the fact that GWs cause a redshift (Eq. 2) and
PTAs measure the timing residual which is the integral of
redshift over time. In the frequency domain, integration
over time corresponds to division by frequency; this inte-
gration suppresses the sensitivity of PTAs for frequencies
above f⇡1/T . In contrast, Gaia measures the astromet-
ric deflection which is directly proportional to the GW
strain (Eq. 3). This difference in slopes means that it
is likely to be at mid to high frequencies, f & 10

�7.5Hz,
where Gaia will best complement current PTA efforts.

GAIA’s directional sensitivity – The distribution
of stars on the sky is not uniform (as was assumed for
simplicity in the previous section), therefore astrometric
measurements are not uniformly sensitive to GWs from
all directions. In this section the directional dependence
of Gaia’s GW sensitivity is quantified.

FIG. 4. The thick black curves show the strain sensitivity for
Gaia using the different time samplings; T0 is the solid line,
T1 is the dotted line, T2 is the dashed line, and T3 is the dot-
dashed line. The four curves are very similar. For comparison
the thin coloured lines show the 95% upper limits from the
three PTA collaborations: NanoGrav ([25] red), Epta ([26]
blue) and Ppta ([27] green). It should be noted that the
PTA limits plotted are several years old and constraints im-
prove over time. However, it is clear that, especially at higher
frequencies, Gaia promises to provide a useful complement to
the existing limits from pulsar timing.

From Eq. 3 it can be seen that stars colocated with (or
antipodal to) the GW source have no deflection whilst
stars in orthogonal directions have the largest deflec-
tions. From Eq. 3, the deflection of a star at an angle
�=arccos(~n · ~q) from the GW source is

|�~n| =
p
�~n · �~n / sin � . (13)

Therefore, it is expected that maximum and minimum
sensitivities occur at (or antipodal to) regions of low and
high stellar densities respectively (i.e. the galactic poles
and the galactic center).

Mock data sets were constructed using the actual M=

1.1⇥10

9 stars in the catalog of the first Gaia data release
(https://www.cosmos.esa.int/web/gaia/dr1). The
astrometric positions were measured N = 75 times uni-
formly sampled over a T = 5 year mission. Into these
mock data sets were injected circularly polarised GWs
from 500 different sky locations, the data were then com-
pressed onto the n=5 grid to be efficiently searched. For
different sky locations the variation horizon distance is
plotted in Fig. 5.

Conclusions – GWs cause the apparent astrometric
position of distant stars to oscillate with a characteristic
pattern on the sky. Gaia is the ideal observatory to make
the large number of accurate astrometric measurements
necessary to search for low frequency GWs using this ef-
fect. This letter summarises significant recent progress
that has been made towards a data analysis pipeline to
search for GWs in the fast approaching final Gaia data
release. It has been shown how a large astrometric data

Frequency/Hz
Moore et al. (2017)
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PROJECT 4: MAPPING THE WEAK LENSING 
POTENTIAL USING DECIHERTZ 
GRAVITATIONAL WAVE SOURCES

Jonathan Gair, Daniel Holz, Joey Key

Cutler & Holz (2009)
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FIG. 8: Top: Measurement accuracy of the Hubble constant, h, and
the dark-matter density, ⌦m. The solid and dashed curves map the
1� and 2� contours, respectively. The red star denotes the true un-
derlying model. Bottom: Measurement accuracy of the dark-energy
equation-of-state parameters w0 and wa.

of structure. The growth of inhomogeneities is particularly
sensitive to gravity, and thus is a powerful way to constrain
theories that modify gravity as an alternative to assuming a
dark-energy component.

One of the most powerful ways to measure the growth of
density perturbations is through gravitational lensing shear
maps. This is done by observing the shapes of large numbers
(⇠ 109) of background galaxies, and measuring the subtle cor-
relations in the shapes of these galaxies due to the shear from
gravitational lensing. The shear power spectrum at any red-
shift is sensitive not only to the distances between observer,
lens, and source (and thus, to the dark energy component), but
also to the distribution of lenses. This lens distribution is a di-
rect measure of the dark matter power spectrum as a function
of redshift, which is in turn sensitive to the growth function of
perturbations, and thus the gravitational force.

BBO would provide definitive measurements of the gravi-
tational lensing convergence power spectrum, comparable to
state-of-the-art proposed measurements of the lensing shear
power spectrum. BBO measures an absolute luminosity dis-
tance to each of the ⇠ 105 binaries. The error on this mea-
surement is almost entirely dominated by the effects of grav-
itational lensing magnification. Once the average luminosity

distance–redshift relation is determined (as discussed in the
previous section), it is possible to measure the deviations from
the background relation. Because the intrinsic uncertainty
in the distance measured by BBO is negligible when com-
pared with lensing (see Fig. 5), each individual binary thus
becomes a direct measure of the gravitational lensing magni-
fication along the given line of sight. The population of bina-
ries thus provides a few times 105 individual measurements of
the magnification out to z ⇠ 3. By evaluating the two-point
correlation function of these magnification measurements, it
is possible to directly measure the convergence power spec-
trum (which is equivalent to the shear power spectrum; con-
vergence, , is related to magnification, µ, by µ = 1 + 2 in
the weak lensing limit). This approach has been discussed, for
the case of Type Ia supernova distance measurements, in [46].
Here we follow an identical approach, using binary standard
sirens instead of supernova standard candles. In our case each
individual distance measurement is at least an order of magni-
tude better, and we have an order of magnitude more sources,
even compared to the very ambitious supernova sample con-
sidered in [46]. We note that in what follows we focus on
the weak lensing power spectrum, and for simplicity neglect
strong lensing. The latter will be discussed in more detail in
Section IV C.

In the Introduction we provided a rough estimate that BBO
could measure weak lensing (WL) with SNR of ⇠ 2 ⇥ 103

for its NS-NS dataset and also ⇠ 2 ⇥ 103 for its BH-BH
dataset, for a total SNR of ⇠ 3 ⇥ 103. The JDEM design
has not yet been determined, and the WL capability of the
mission varies quite significantly over the range of possibili-
ties. The designs that are best-suited for WL measurements
contain ⇠ 5–6⇥ 108 pixels in the focal plane and would have
a goal of measuring galaxy ellipticities to ⇠ 0.1%, and thus
would require ellipticity correlation measurements on ⇠ 100
galaxies to measure the WL effect to SNR of order 1. (This is
because galaxies typically have intrinsic ellipticites ✏ ⇠ 0.3,
while the correlated ellipticity due to WL is a factor ⇠ 10
smaller, and SNR builds up as the square root of the number
of galaxies observed.) Ideally, JDEM would measure shear
for ⇠ 109 galaxies, covering ⇠ 104 deg2 on the sky, lead-
ing to a total SNR of ⇢SNe ⇠ 3000. We note that LSST is
expected to measure weak lensing for ⇠ 2 ⇥ 109 galaxies,
out to z = 3, over ⇠ 2 ⇥ 104 deg2, and is thus comparable
to the most optimistic space-based lensing missions. These
estimates of the power of weak lensing shear measurements
assume that systematic errors (including telescope distortion,
shear calibration, point-spread-function correction, and red-
shift calibration) can be beaten down to the ⇠ 0.1%, which is
quite optimistic (and far better than is currently possible) [47].

The two methods of measuring WL are rather different—
individual magnification measurements versus correlated el-
lipticity measurements—and a proper Fisher-matrix calcula-
tion is required to accurately compare the science yield from
either method. Such a calculation for BBO is now underway
and will be published in a follow-up paper. But, crudely, we
expect the ratio of cosmological parameter estimation errors
to be comparable to the ratio of SNRs for the two methods,
which is of order one, when BBO is compared to JDEM mis-



• Gravitational wave sources can be 
used for cosmology by providing 
precise luminosity distance 
measurements.

• Two complications:

- can’t measure redshift using 
GWs alone;

- GW sources suffer from weak 
lensing which introduces distance 
errors.

• But: next generation detectors will 
see enough sources with sufficient 
precision to both determine 
cosmological parameters and map 
the weak lensing potential.
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noise for each individual binary are those shown in Fig. 4.
Because BBO does such an exquisite measurement of dis-
tance, the errors on the true distance to a given binary will
be dominated by the effects of gravitational lensing magnifi-
cation [37, 38]. We incorporate the lensing errors following
the approach of [39], which is entirely appropriate given the
very high-number statistics we are considering. For each in-
dividual binary we take the dispersion in flux due to lensing
to be given by �lensing = 0.088z (see Eq. 9 of [39]). We have
explicitly checked that this approach is equivalent to draw-
ing magnification values from the full, non-Gaussian lensing
probability distribution functions derived in [38]. We assume
that the sky localization is sufficient for the identification of
a unique host galaxy (and hence redshift) for each binary (as
in Fig. 4). The redshift determination will need to be done
independently of BBO, in the electromagnetic band. While
in practice there will be some host galaxy misidentifications,
for simplicity in this study we assume that perfect redshifts
have been obtained for all of our sources. (This simplification
is partly based on our belief that a robust cosmological pa-
rameter estimation method will substantially mitigate the ef-
fects of a fractionally small set of misidentifications—enough
so that in estimating BBO’s performance, to a first approx-
imation it is reasonable to neglect them.) We Monte Carlo
generate populations of observed binaries, and then for each
population we determine the best-fit cosmological parameters
(varying the number of free parameters of interest). We re-
peat this procedure for a large (> 105) number of runs, and
plot the resulting error contours. In what follows, the 1� con-
tours contain 68.3% of the best-fit values, and the 2� contours
contain 95.5% of the models.

We follow the common convention of parameterizing the

FIG. 7: Distance versus redshift for a sample BBO binary popu-
lation. Distance is shown as distance modulus, and includes both
BBO errors and gravitational lensing. The red curve is the true lumi-
nosity distance–redshift relation. Notice that lensing causes a small
number of binaries to become tremendously magnified (to lower
distance modulus), but there is a lower limit to the amount of de-
magnification.

dark-energy equation of state in the two-parameter form [40]

w(z) = w0 + wa
z

(1 + z)
. (16)

We fit each data set to five cosmological parameters: the Hub-
ble constant H0 = h⇥100 km/s/Mpc, the dark-matter density
⌦m, the dark-energy density ⌦x, and the dark-energy phe-
nomenological parameters w0 and wa. As is standard in as-
sessing the power of proposed cosmology missions, we in-
clude a forecasted Planck CMB prior, which constrains the
angular diameter distance at z = 1080 to 0.01%, and con-
strains ⌦mh2 to 1% [41, 42].

Fig. 8 shows the resulting constraints on h and ⌦m, assum-
ing our fiducial population of binaries, and a 5-parameter fit to
the data. We find that BBO will measure the Hubble constant
to ⇠ 0.1%, even when marginalizing over two dark-energy
parameters. For comparison, the Hubble Key Project (one of
the major goals of the Hubble Space Telescope) arrived at a
value of 72 ± 8 km/sec/Mpc (> 10% error) for H0 [43]. It
is to be noted that, if we fit the data to a ⇤CDM model (e.g.,
setting w0 = �1 and wa = 0), we determine the Hubble con-
stant to ⇠ 0.025%. As recently emphasized in [44], precision
measurements of the Hubble constant can be a key component
of dark-energy studies; BBO would provide the most precise
measurement of H0 that has ever been contemplated.

In addition to the Hubble constant, BBO will directly con-
strain the dark-energy equation of state. Figure 8 shows the
BBO constraint on w0 and wa, for our fiducial binary sam-
ple, with the inclusion of Planck CMB priors. We find a
⇠ 0.01 constraint on w0 and a ⇠ 0.1 constraint on wa. We
note that we have not assumed a flat Universe in these fits,
nor do we incorporate any other cosmological measurements
(beyond Planck). For comparison, we consider the stage IV
dark-energy missions (supernovae, baryon acoustic oscilla-
tions, and weak lensing), as listed by the dark-energy task
force [45], representing the state of the art in future dark-
energy missions. The combination of all stage IV missions
improves the task-force figure of merit by a factor 8 to 15
with respect to stage II missions (see pp. 18–20 and pp. 77–
78 of [45]). For comparison, BBO finds an equivalent figure
of merit enhancement of ⇠ 100, roughly an order of magni-
tude better than all of the stage IV missions, combined. It is
also to be emphasized that there are still fundamental concerns
regarding possible systematic errors in all of the stage IV mis-
sions, and thus their combined figure of merit is undoubtedly
optimistic. As discussed above, we expect the systematic er-
rors associated with BBO measurements to be negligible, as
it should be possible to build BBO such that calibration errors
are much smaller than ⇠ 10�4.

B. Weak Gravitational Lensing and Growth of Structure

In addition to providing precision measurements of the fun-
damental cosmological parameters (H0, ⌦m, ⌦k, w0, and
wa), BBO will also directly measure the effects of gravita-
tional lensing, and thus place strong constraints on the pri-
mordial dark matter power spectrum, P (k), and the growth
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sions designed to maximize the WL science.
We next calculate how accurately BBO could measurement

the convergence power spectrum. We following closely the
approach of [46]. The weak lensing angular power spectrum
for magnification can be written as

Cµ-µ
l =

Z
dr

W 2(r)
d2

A

Pdm(k =
l

dA
, r), (17)

where

W (r) = 3
Z

dr0 n(r0)⌦m
H2

0

c2a(r)
dA(r)dA(r0 � r)

da(r0)
. (18)

Here r is the comoving distance, dA is the angular diame-
ter distance, n(r) is the number density of binary systems
(normalized so that

R
dr n(r) = 1), and Pdm is the three-

dimension dark matter power spectrum (calculated following
the approach of [48]). The error on the measurement of the
magnification power spectrum is given by

�Cµ-µ
l =

s
2

(2l + 1)fsky�l

 
Cµ-µ

l +
�2

µ

Nbinaries

!
, (19)

where fsky is the fraction of the sky covered by the survey,
�l is the binning width in multipole space, �µ is the RMS
uncertainty of the magnification measurement from each bi-
nary, and Nbinaries is the surface density of the binaries. The
first term represents the error from cosmic variance, while the
second term represents the error from shot-noise.

Since the BH-BH merger rate is poorly known, to be con-
servative in the remainder of this section we shall consider
WL measurements of the NS-NS population only. (Similar
calculations for the BH-BH case, for a range of rates, will be
published in later work.) In Fig. 9 we show BBO’s projected
measurement of the weak-lensing magnification map for NS-
NS mergers. We note that the error bars are for each individual
l mode; no binning has been performed in this figure. Defin-
ing the signal-to-noise ratio for this measurement as

S

N
=

vuutX

l

✓
Ci

l

�Ci
l

◆2

(20)

we find S/N ⇡ 120, over an order of magnitude improvement
over the equivalent measurement using 10,000 SNe over 10
deg2 [46].

We emphasize that our technique for measuring WL
through the magnification of GW sources is entirely inde-
pendent from the more traditional WL shear measurements,
which observe the correlations in galaxy shapes. Since the
systematics are a major source of concern for shear measure-
ments, an equally powerful but fundamentally independent
technique for measuring WL would be highly desirable. It
will also be of interest to cross-correlate the two independent
measures of WL (amplification and shear). This will enable
interesting consistency tests, and directly test for the presence
of systematics. In addition, fundamental tests may be pos-
sible, since the relation between shear and amplification is a
robust, and thus far untested, prediction of general relativity.

FIG. 9: BBO’s measurement of the gravitational lensing convergence
power spectrum, based just on NS-NS mergers. The red curves show
the error bars, for each individual l mode. Each binary is a measure of
the gravitational-lensing magnification (convolved with the intrinsic
error) along that given line of sight. By observing many binaries,
BBO produces a “magnification map” of the sky. This plot shows
the power spectrum of this magnification map, which is sensitive to
the growth of inhomogeneities in the Universe, as well as potential
modifications to gravity.

C. Calibration issues and galaxy misidentifications

We have argued that BBO has revolutionary potential as
both a dark energy and a gravitational lensing mission. There
are a number of potentially important systematics which must
be addressed, foremost of which are ensuring calibration ac-
curacy and the potential misidentification of host galaxies
(and hence redshift of the binaries). We comment on these
in turn.

The analysis in this paper is based on the basic BBO design
put forth in the BBO Concept Study [1]. That design was ex-
tremely “LISA-like” in that the test masses are freely floating,
with no forces applied along the arm directions. In a later pa-
per, Harry et al. [49] pointed out a flaw in the Concept Study
design—the laser power arriving at the photodiodes would
saturate them—and proposed a shift to a more “LIGO-like”
design, with forces applied to the test masses parallel to the
arm axes, to keep the photodiode operating near a dark fringe.
Because it is difficult to measure this applied force accurately,
this redesign would compromise the self-calibrating quality
that is one of LISA’s strong points. LIGO’s strain calibration
is accurate to within ⇠ 8%, which is well below the desired
level for the standard siren measurements considered here. An
author of [49] has indicated that calibration issues were not a
major consideration during the re-design; until the work de-
scribed in this paper, the motivation for a highly accurate BBO
calibration has not been recognized [50]. We have consulted
with interferometry experts, and they suggested several plau-
sible solutions to the saturation problem that would preserve
the LISA-like calibration accuracy [51]. One possibility is to
use optics to widen the beam, spreading the interfered light
over an array of photodiodes. Another possibility is to keep

Cutler & Holz (2009)
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FIG. 1: The multi-band GW astronomy concept. The violet
lines are the total sensitivity curves (assuming two Michelson)
of three eLISA configurations; from top to bottom N2A1,
N2A2, N2A5 (from [15]). The orange lines are the current
(dashed) and design (solid) aLIGO sensitivity curves. The
lines in di↵erent blue flavours represent characteristic ampli-
tude tracks of BHB sources for a realization of the flat popu-
lation model (see main text) seen with S/N> 1 in the N2A2
configuration (highlighted as the thick eLISA middle curve),
integrated assuming a five year mission lifetime. The light
turquoise lines clustering around 0.01Hz are sources seen in
eLISA with S/N< 5 (for clarity, we down-sampled them by a
factor of 20 and we removed sources extending to the aLIGO
band); the light and dark blue curves crossing to the aLIGO
band are sources with S/N> 5 and S/N> 8 respectively in
eLISA; the dark blue marks in the upper left corner are other
sources with S/N> 8 in eLISA but not crossing to the aLIGO
band within the mission lifetime. For comparison, the char-
acteristic amplitude track completed by GW150914 is shown
as a black solid line, and the chart at the top of the figure
indicates the frequency progression of this particular source
in the last 10 years before coalescence. The shaded area at
the bottom left marks the expected confusion noise level pro-
duced by the same population model (median, 68% and 95%
intervals are shown). The waveforms shown are second order
post-Newtonian inspirals phenomenologically adjusted with a
Lorentzian function to describe the ringdown.

Equation (3) is valid for circular binaries, which is our
working hypothesis. This is certainly a good approxima-
tion for systems formed through stellar evolution, that
are expected to inherit their stellar progenitor circular
orbits. Extrapolating results shown in figure 10 of [17]
at low frequency, we find that also dynamically formed
BHBs have typical e . 0.01 in the relevant eLISA band,
making our S/N and source number computations robust
against the assumed BHB formation channel.

For both the flat and salp models, probability distri-
butions of the intrinsic rate R are given in [3] (see their
figure 5). We make 200 Monte Carlo draws from each of
those, use equation (2) to numerically construct the cos-

mological distribution of emitting sources as a function of
mass redshift and frequency, and make a further Monte
Carlo draw from the latter. For each BHB mass model,
the process yields 200 di↵erent realizations of the instan-
taneous BHB population emitting GWs in the Universe.
We limit our investigation to 0 < z < 2 and fr > 10�4Hz,
su�cient to cover all the relevant sources emitting in the
eLISA and aLIGO bands.
Signal-to-noise ratio computation. An in-depth study

of possible eLISA baselines in under investigation [15, 18,
19], and the novel piece of information we provide here
might prove critical in the selection of the final design.
Therefore, following [15], we consider six baselines fea-
turing one two or five million km arm-length (A1, A2,
A5) and two possible low frequency noises – namely the
LISA Pathfinder goal (N1) and the original LISA require-
ment (N2). We assume a two Michelson (six laser links)
configuration, commenting on the e↵ect of dropping one
arm (going to four links) on the results. We assume a
five year mission duration.
In the detector frame, each source is characterized

by its redshifted quantities M = Mr(1 + z) and f =
fr/(1 + z). During the five years of eLISA observations,
the binary emits GWs shifting upwards in frequency from
an initial value fi, to an ff that can be computed by in-
tegrating equation (3) for a time tr = 5yr/(1 + z). The
sky and polarization averaged S/N in the eLISA detector
is then computed as

(S/N)2 = 2

Z ff

fi

h2
c(f)

fhS(f)idlnf, (4)

where the factor 2 accounts for the fact that we have
two Michelson interferometers (i.e. we consider six laser
links). hc is the characteristic strain of the source given
by

hc =
1

⇡D

✓
2G

c3
dE

df

◆1/2

, (5)

whereD is the comoving source distance, and the emitted
energy per unit frequency is

dE

df
=

⇡

3G

(GM)5/3

1 + z
(⇡f)�1/3. (6)

In equation (4), hS(f)i is the eLISA instrumental noise,
averaged over the source sky location and wave polar-
ization, and it is estimated by using the analytical form
given in [15] for each configuration. Note that at the
high frequencies relevant for the sources crossing to the
aLIGO band, the real eLISA sensitivity is not well cap-
tured by the analytical fitting functions. However, this
does not appreciably a↵ect S/N computations, and is not
expected to significantly alter detector performances (Pe-
titeau et al. in preparation). For parameter estimation,
we adopt a modification of the Fisher Matrix code of

What’s new?

• Previous studies focussed on 
neutron star binaries.

• LIGO observations of GW150914, 
LVT151012, GW151226 and 
GW170104 show that there is a 
large astrophysical population of 
black hole binaries.

• Black hole binaries can be seen 
further away and characterised 
more precisely.

• This project will explore what we 
will be able to do using 
observations of the BBH population.

Sesana (2016)



Joey Key: Assistant Professor at the University of 

Washington Bothell. Research interests in parameter 
estimation for gravitational wave sources detected 
by LIGO, LISA and PTAs. Also very involved in 
Education and Public Outreach.

Daniel Holz: Associate Professor at the University 
of Chicago. Research focus on using gravitational 
wave observations for physics, astronomy and 
cosmology. 

Jonathan Gair: Reader (associate professor) in the 
School of Mathematics at the University of 
Edinburgh. Research focus is on gravitational wave 
data analysis (for LIGO, LISA and PTAs), source 
modelling and science exploitation. 



Resolving	failed	
supernovae	fractions	with	
the	Hyper-Kamiokande

neutrino	detector

Erin	O’Sullivan	(weeks	1-5.5)
Irene	Tamborra (weeks	1,2,4)
Meng-Ru	Wu	(weeks	1-3,6)



Improvements	on	past	efforts	through…
• More	complete	modeling	of	the	experimental	

response
• Improved	SN-BH	redshift	evolution	model
• More	realistic	time	evolution	of	the	neutrino	

signal

?

?

Star	collapses Successful	explosion

Unsuccessful	explosion	
(forms	black	hole)

Imprints	on	the	diffuse	
supernova	background	
(DSNB)	– unsuccessful	=	
higher	average	neutrino	E

We	measure	the	DSNB	in	
our	neutrino	detector

The	QUESTION:

How	well	can	we	determine	
the	fraction	of	unsuccessful	
explosions	from	the	measured	
DSNB	in	Hyper-K	and	how	
does	this	compare	with	BH-BH	
merger	rates	we	can	measure	
in	LIGO?



Gravita'onal	Wave	Probes	of	Supernovae	
Duncan	Brown,	Chris	Fryer,	Philipp	Moesta,	Nicole	Lloyd-Ronning	

Second	to	compact	object	
mergers,	core-collapse	
supernovae	are	one	of	the	
primary	sources	for	aLIGO	
GW	emission.	
	
In	principle,	GWs	can	probe	
the	rota'on	and	
convec'on	in	the	
supernova	engine.	
	
However,	what	we	can	
learn	and	when	we	can	
learn	it	(when	we’ll	get	a	
detec'on	of	sufficient	
signal)	has	not	been	
discussed	in	a	systema'c	
way.		

The	goal	of	this	project	is	to	do	a	systema'c	study	of	all	aspects	of	this	calcula'on.		



Project	Outline	
Tasks:	
•  Sta's'cal	Study	of	rate	of	local	group	

supernova	from	historical	records	–	
understanding	the	biases	and	
uncertain'es.	

•  Tie	proper'es	of	the	explosion	
(rota'on,	asymmetries,	convec'on	
growth	'me,	MHD	engines,	etc.)	to	
signal	proper'es.	

•  Determine	what	type	of	signal	is	
needed	to	extract	these	proper'es	
to	get	an	observa'onal	distance.	

•  Combine	distance	with	rate	to	see	
how	long	we	have	to	wait	(and	
whether	we’ll	need	the	next	
genera'on	telescope.	

Szczepańczyk	(2016)		
	



KSP, July 2017
Nicole Lloyd-Ronning, Chris Fryer (LANL), Stephan Rosswog (Stockholm), Enrico Ramirez-Ruiz (UCSC)

Non-Thermal Optical Transients from 
Neutron Star Mergers



•Events in the Life of a Coalescing Compact Binary:

- secular evolution

- dynamical stability of close binaries

- hypermassive neutron stars and delayed collapse

- accretion disk evolution

Unbound
debris

Merger
remnant

Unbound
debris

ννννν

ννννν

Neutrino-driven
wind

Collapse to
black hole

Relativistic jet

νν

νν

νν

νν
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Observational Tests: Compact Source

•gravitational waves

•thermal neutrinos



Observational Tests: Outflow

•most observations tell us less about the primary power source than about secondary 
reprocessing of this power.
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dissipation within outflow



Observational Tests: Outflow

•most observations tell us less about the primary power source than about secondary 
reprocessing of this power.

dissipation within outflow

•composition: nuclear heating



Observational Tests: Outflow

•most observations tell us less about the primary power source than about secondary 
reprocessing of this power.

dissipation with environment

velocity and mass distribution



Observational Tests: Outflow

•most observations tell us less about the primary power source than about secondary 
reprocessing of this power.

dissipation with environment

•high energy neutrinos

•non-thermal radiation

•cosmic rays



Non-Thermal Optical Transients

- trans-relativistic, mildy collimated outflows 

- mildy relativistic ejecta 

- relativistic jets  

detailed models of the external medium + 
detailed relativistic hydrodynamical models

Three-dimensional hydrodynamic simulations of asymmetric pulsar wind bow shocks 7

Figure 3. y-z section of model A for γ1 = 5/3 (left) and γ1 = 4/3 (right), while γ2 = 5/3. The shock morphology is the same. The
system has not yet reached steady state, as can be seen by the ripples in the BS and CD.

Figure 5. y-z sections of model A with a computational domain of xmax − xmin = ymax − ymin = zmax − zmin = 10.6R0 (left) and the
same model with a domain of xmax − xmin = ymax − ymin = zmax − zmin = 21.3R0 (right, zoomed-in to allow comparison with the left
figure) at t = 3.38τ0 and t = 3.35τ0, respectively. The colors denote the density in logarithmic scale as in figure 2. The shock morphology
shows slight differences that can be attributed to the different evolution of the KH instabilities (due to the different resolution of the
wind region and the time when the snapshot is taken). We do not observe any back reaction effects in the larger computational domain.

2002). The PWN around this pulsar shows a clear asymme-
try near the apex. Gaensler et al. (2002) showed that several
combinations of an ISM density gradient (perpendicular and
parallel to vm), an ISM bulk flow, and an anisotropic pul-
sar wind can explain the observed anisotropy, but only in
combination, not alone.

Figure 7 demonstrates what the BS looks like when the

wind is highly collimated along Ω, i.e. a jet (gw ∝ cos4 θ).
Basically, the situation is similar to model A (figure 2): the
analytic formula correctly predicts the shape of the CD.
However, the kink at the latitude of the momentum flux
minimum is less visible than in figures 2 and 6. Moreover, the
wind cavity is smaller than in figure 2. The TS approaches
the pulsar more closely from behind, where there is less wind



Philipp Moesta, Evan O’Connor, Erin O’Sullivan, Irene Tamborra, 
Meng-Ru Wu

Neutrinos and gravitational waves from 
core-collapse supernovae

Kavli Summer Program in Astrophysics
Copenhagen, July 10-Aug. 18, 2017



What do we want to do?

Use neutrino and GW data from multi-D 
hydrodynamical simulations of core-collapse 
supernovae to learn about progenitor properties.



Learning about the neutron-star radius

Tamborra et al., PRL (2013), Tamborra et al.,  PRD (2014). Andresen et al., MNRAS (2017).
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SASI modes

4 H. Andresen et al.
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Figure 1. GW amplitudes A+ and A⇥ as functions of time after core bounce. From the top: s27, s20, s20s, and s11, respectively. The two columns show
the amplitudes for two di↵erent viewing angles: an observer situated along the z-axis (pole; left) and an other observer along the x-axis (equator; right) of
the computational grid, respectively. Episodes of strong SASI activity occur between the vertical red lines; dashed and solid lines are used for model s27 to
distinguish between two di↵erent SASI episodes.

significantly after the Si/O shell interface has crossed the shock.
The decreasing accretion rate leads to shock expansion, and shock
revival occurs around 300 ms post bounce.

• G27-2D: In order to compare our results to those of a rela-
tivistic 2D simulation of the SASI-dominated s27 model, we also
reanalyse the 2D model G27-2D presented by Müller et al. (2013),
which was simulated with coconut-vertex (Müller et al. 2010). co-

conut (Dimmelmeier et al. 2002, 2005) uses a directionally-unsplit
implementation of the piecewise parabolic method (with an approx-
imate Riemann solver) for general relativistic hydrodynamics in
spherical polar coordinates. The metric equations are solved in the
extended conformal flatness approximation (Cordero-Carrión et al.
2009). The model was simulated with an initial grid resolution of
400 ⇥ 128 zones in r and ✓, with the innermost 1.6 km being sim-

MNRAS 000, 000–000 (0000)

Neutrinos and GWs carry imprints of hydro instabilities and core bounce time.
By looking at SASI frequency, we can learn about the neutron-star radius.  



Learning about the core rotation
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Neutrinos and GWs carry imprints of core rotation.
Neutrino luminosity and GWs exhibit oscillations in the fast rotating case.  

Ott et al., PRD (2012).



Outlook
★ Gravitational waves and neutrinos are messengers of the supernova core properties  

★ By combining the GW and nu signals, we will learn about

• Neutron star radius 
• Supernova bounce time 
• Core rotation 

Methods
★ Extract gravitational wave and neutrino signals from multi-D hydro simulations.

★ Simulate expected signals in Hyper-Kamiokande and Advanced-LIGO.

★ Look for correlations between neutrinos and gravitational waves.

★ Forecast determinability of progenitor properties. 



#9:$Predic+ng$Black$Hole$Remnant$masses$from$Failed$Supernovae$
Black$holes$form$in$failed$core?collapse$supernovae,$or$’un?novae’$–$there$is$no$bright$op+cal$display$

?$typical$life+mes$of$neutron$star$
$$$$$$are$~1$–$few$seconds$
?$but$depends$on$equa+on$of$state$
?$hot$neutron$star$radiates$neutrinos$

Black$hole$mass$is$bound$by$two$limits:$
•  Maximum$neutron$star$mass$~2?3Msun$
•  Presupernova$mass$of$the$star$

$$$$set$by$mass$loss$&$binary$interac+ons$

In#a#failed#supernovae…#

Recent$work$by$Lovegrove$&$Woosley$(2013),$
building$on$work$from$Nadezhin$(1980)$reveal$a$
mechanism$to$eject$the$outer$layers$(hydrogen$

shell)$following$a$failed$supernova$
$

Crucial$to$predic+ng$the$final$black$hole$
remnant$mass$and$connect$to$GW$observa+ons$

first$100s$aYer$collapse$
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#9:$Predic+ng$Black$Hole$Remnant$masses$from$Failed$Supernovae$
Black$holes$form$in$failed$core?collapse$supernovae,$or$’un?novae’$–$there$is$no$bright$op+cal$display$

?$typical$life+mes$of$neutron$star$
$$$$$$are$~1$–$few$seconds$
?$but$depends$on$equa+on$of$state$
?$hot$neutron$star$radiates$neutrinos$

Black$hole$mass$is$bound$by$two$limits:$
•  Maximum$neutron$star$mass$~2?3Msun$
•  Presupernova$mass$of$the$star$

$$$$set$by$mass$loss$&$binary$interac+ons$

In#a#failed#supernovae…#

Recent$work$by$Lovegrove$&$Woosley$(2013),$
building$on$work$from$Nadezhin$(1980)$reveal$a$
mechanism$to$eject$the$outer$layers$(hydrogen$

shell)$following$a$failed$supernova$
$

Crucial$to$predic+ng$the$final$black$hole$
remnant$mass$and$connect$to$GW$observa+ons$

Methods:$
Will$use$GR1D,$FLASH,$and$SNEC:$$$$$$$$$$$$
$$$?$realis+c$neutrino$loss$
$$$?$dynamic$shock$development$
$$$?$eventual$envelope$ejec+on$$
$
Explore$full$range$of$progenitors$
and$equa+ons$of$state$to$make$
defini+ve$predic+ons$on$which$
stars$can$eject$their$hydrogen$
envelopes$in$an$un?novae$



Project #10 - Short GRBs as EM counterparts of GW: formation channel studies
Carl Haster, Daniel Holz, Alex Nielsen, Silvia Piranomonte

● GRBs most luminous EM sources; BBHs most luminous GW sources.

Are they connected?!

● Short GRBs are thought to result from BNS and/or NSBH progenitor

○ what is currently known about SGRBs and Kilonovae environments?

● What can joint observations constrain about

formation environments of SGRBs?

○ Smoking gun observables?

● Limits on formation from current rate estimates

○ Both observational rates and from population synthesis



Local simulations of common envelope: the bridge to binary population modeling 
Morgan MacLeod, Tassos Fragos, Ilya Mandell, Enrico Ramirez-Ruiz

Goal: build a grid of FLASH simulations 
of local conditions around objects in CE

Measure: Drag forces and accretion 
rates as a function of flow conditions

Application: Modeling the transformation 
of general binary populations through the 

CE phase of their evolution



Modeling wind capture in HMXBs:  
Toward understanding electromagnetic emission from precursors to the LIGO sources 

 
Morgan MacLeod, Tassos Fragos

NGC 300 X-1, IC 10 X-1: 
two x-ray binaries which appear to 
be precursors of LIGO-like sources 

• 20-30 solar mass BH + WR star 

• Wind from WR star is captured by the 
BH -> x-ray emission 

(e.g. Bulik 2011)

Goal: model the wind flows in observed HMXB 
systems toward understanding their evolution 
and the associated x-ray emission 
Measure: rates of mass accretion and angular 
momentum evolution (torques)

Athena++



Population-
scale initial 
conditions.

Predicted 
population. 

Functions & parameters 
describing model physics.

But we start by 
sampling this.

Binary star 
evolution 
physics  

(BPS model)

Initial 
parameter 

space

Outcomes /
observables.

We normally care about constraining the physics of reality 
(or making population predictions for given assumptions). 

Efficiently sampling the initial parameter space for BPS
Ilya Mandel, Stephen Justham, Tassos Fragos



Or: ignore formation 
probability when 

exploring outcomes; 
later weight outcomes 

by formation 
probabilities. 

Typically: apply 
formation probability 

in initial sampling. 
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Two standard ways of sampling initial conditions

Neither obviously optimal or especially sophisticated…



Investigate more modern 
sampling methods.

Quantify how choices of 
sampling method influence: 

— computational efficiency 
— sampling noise in predictions 
& limits on statistical uncertainty

— ability to constrain model space.

Sampling noise in 
predictions often 
overlooked when 

comparing models. 

Might be pursued in a range of ways, 
from experimentally comparing 

methods to more theoretical study.
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Project aims



Evolution and fate of massive stars: 
LBVs & binary mergers.

Philipp Podsiadlowski & Stephen Justham

The LIGO detections have increased the focus on 
potential progenitors of merging ≈30 M⨀ BHs.

Fig. 1. Example of a specific binary evolution leading to the formation of a BH-BH merger
similar to GW150914 in mass and time. A massive binary star (96 + 60 M⊙) is formed in the
distant past (2 billion years after Big Bang; z ∼ 3.2) and after five million years of evolution
forms a BH-BH system (37 + 31 M⊙). For the ensuing 10.3 billion years this BH-BH system
is subject to angular momentum loss, with the orbital separation steadily decreasing, until the
black holes coalesce at redshift z = 0.09. This example binary formed in a low metallicity
environment (Z = 3% Z⊙). 27

Initial masses from one Belczynski et al. (2016) 
route to GW150914 via isolated binary evolution.

Fig. 1. Example of a specific binary evolution leading to the formation of a BH-BH merger
similar to GW150914 in mass and time. A massive binary star (96 + 60 M⊙) is formed in the
distant past (2 billion years after Big Bang; z ∼ 3.2) and after five million years of evolution
forms a BH-BH system (37 + 31 M⊙). For the ensuing 10.3 billion years this BH-BH system
is subject to angular momentum loss, with the orbital separation steadily decreasing, until the
black holes coalesce at redshift z = 0.09. This example binary formed in a low metallicity
environment (Z = 3% Z⊙). 27

But our understanding of even the isolated evolution of 
stars with such high masses is currently confused…



Standard idea: LBVs 
are stars ≳40M⨀, losing 

mass in outbursts. 

But: the observed LBV 
population appears 

inconsistent with that.

(“LBV” is a term with unhelpfully diverse meanings. Here we don’t mean 
such extreme events as the Great Eruption of Eta Carinae, but we’re also 
interested in those. A third potential project if you are also interested.)

(Significant LBV mass loss 
might even suppress their 

participation in the CE channel 
to BH-BH mergers.)

(Debated, but see, e.g., Smith & 
Tombleson 2015; Smith 2016.)

Suggested in 
those papers that:

The observed LBVs may be dominated by 
mergers (or runaway mass gainers).

If true, a significant puzzle to solve. 



At least two potential related projects:
If the observed LBVs 

are dominated by 
mergers (or runaway 
mass gainers), how 

could we explain that?

Are mergers somehow more 
susceptible to outbursts than single 

stars of the same mass?

Perhaps mergers/gainers spend 
significantly more time in the LBV-

unstable region?

(Especially the HR diagrams 
for post-merger LBVs.)

Some LBV-mass stars 
are expected to later 

produce pair-instability 
SNe. What is the 

merger contribution to 
PISNe?

Several interesting 
possibilities, including less 
restrictive Z-dependence 
than single-star PISNe.

(Especially section 6.3.)

See Justham, Podsiadlowski & Vink (2014) for more.



The effects of birth environments !
on massive binaries

Ross Church & Melvyn B. Davies (Lund)!
Ilya Mandel (Birmingham)!
Cole Miller (Maryland)!
Carl Rodriguez (MIT)



The idea

or?

Quantify rates & importance for BHB formation

+



The team

Ross Church!
(Lund)

Melvyn B. Davies!
(Lund)

Ilya Mandel!
(Birmingham)

Cole Miller!
(Maryland)

Carl Rodriguez!
(MIT)

You! ?



Binary-Binary interactions with General Relativistic effects 

included in the N-body equation-of-motion

Carl-Johan Haster, Carl Rodriguez, Enrico Ramirez-Ruiz, Johan Samsing 



Tidal Oscillations Gravitational Waves

Dynamics



Formation of High Eccentricity GW Mergers

Binary-Single Scattering Binary-Binary Scattering

Antognini & Thompson (2016)Samsing et. al (2017)

(General Relativistic) (Newtonian Gravity)



Formation of High Eccentricity GW Mergers

Binary-Single Scattering Binary-Single Scattering

Samsing et. al (2017)

(General Relativistic) (General Relativistic)

?

Binary-Binary Scattering



Few-body interaction near super-massive black-holes

Cole Miller, Enrico Ramirez-Ruiz, Johan Samsing 



Disc 

Black Holes in AGN discs

(Stone et. al 2016)

v.s.

Cluster 

- Interactions in SMBH tidal field 
- Gas drag and toques 
- Co-planar 
- Retro-grade or pro-grade

- Isolated interactions 
- No external forces 
- Isotropic 
- Isotropic

These differences can lead to unique observables!



Examples



Project Outline

- Include gas, SMBH, and GR 
- few-body scatterings 
- BH merger/eccentricity dist. 
- Effects from gas, SMBH, GR? 
- Compare with competing channels

Antognini & Thompson (2016)



Project No. 18. Low angular momentum leading
to BH assembly in LIGO progenitors

Agnieszka Janiuk (1), Enrico Ramirez (2)

(1) Center for Theoretical Physics
Polish Academy of Sciences

Warsaw

(2) Dept. of Astronomy and Astrophysics
University of California

Santa Cruz

Kavli Summer Program, Copenhagen, 11.07.2017



Motivation

• LIGO BHs are probably produced by direct collapse, when the
entire star at the end of its life collapses to form the BH.

• This is appealing because you can form large BHs without
invoking very rare, significantly more massive stars.

• This collapse should lead to a quasi-spherical accretion in
order for feedback to not be too damaging.

• The binding energy of the star is much lower than that of the
resulting BH by a factor of (vesc/c)2 ⇠ 1/106), which implies
that a small amount of feedback could help unbind the star
and prevent the formation of a massive BH.

• This outs severe constraints on the angular momentum
content of the star as well as on the resultant spin of the BH.



GR MHD simulations

HARM code: High Accuracy Relativistic Magnetohydrodynamics
(Gammie et al. 2003). The code provides solver for continuity and
energy-momentum conservation equations in GR:

rµ(⇢u
µ) = 0 rµT

µ⌫ = 0

Energy tensor contains electromagnetic and gas parts:

Tµ⌫ = Tµ⌫
gas + Tµ⌫

EM

Tµ⌫
gas = ⇢huµu⌫ + pgµ⌫ = (⇢+ u + p)uµu⌫ + pgµ⌫

Tµ⌫
EM = b2uµu⌫ +

1

2
b2gµ⌫ � bµb⌫ ; bµ = u⌫

⇤
F
µ⌫

The magnetic fields can be small. EOS of ideal gas

p = K⇢� = (� � 1)u



Change of mass and spin of the black hole

Black hole accretes
both mass and angular
momentum. Adopting
Kerr-Schild coordinates
t, r , ✓,�, this accre-
tion rate is given by
the stress-energy tensor
integrated on the horizon

J̇ ⌘
Z

d✓d�
p
�g T r

�

Ṁ = Ė ⌘
Z

d✓d�
p
�g T r

t

(cf. Gammie, McKinney
& Shapiro 2004).

Preliminary computation with HARM-

2D. Bondi cloud plus small rotation



Collapsing cloud

• Bondi solution, supplied with a small angular momentum.

• Example parameters: black hole mass M = 3M� initial spin a = 0,
cloud mass Mc = 1M�, non-magnetized, adiabatic � = 4/3.

• Density profiles at t=10,000 M ( 1 day computation, single CPU,
resolution of 128x128)



Neutrino-cooled tori

• Hyperaccretion: rates of 0.01-10
M�/s

• EOS is not ideal, plasma composed
of partially-degenerate n, p, e+, e�

(Fermi gas)

• Chemical and pressure balance
required by nuclear reactions

• Charge neutrality condition

• Neutrino absorption & scattering

Popham et al. 1999; Di Matteo et al.
2002; Kohri et al. 2002, 2005; Chen & Be-
loborodov 2007; Janiuk et al. 2004; Lee &
Ramirez-Ruiz 2006; Janiuk, Yuan, Perna &
Di Matteo 2007; Janiuk et al. 2013, Janiuk
2017



Outline

• Compute the slowly-rotating quasi spherical collapse with
changing black hole spin and mass

• Supply the initial conditions with a more realistic density
profile, as results from the stellar evolutionary model

• Discuss the e↵ects of varying the angular momentum content
in the collapsing progenitor, derived using stellar evolution
models.

• Possible follow up: detailed description of microphysics in the
GRB engine, torus and outflows, coupled with GR-MHD
evolution (Fermi gas EOS, with P(⇢,T ) from tabulated
models; magnetic fields and transport of angular momentum
also possible to add)

• It will then be possible to obtain more advanced model of the
event and physical parameters of the black hole (spin, mass).



Summary Project #19: 
The luminosity function of macronovae

Ryan Foley (Santa Cruz; lead) 
Enrico Ramirez-Ruiz (Santa Cruz) 
Stephan Rosswog (Stockholm)

major aim:      understand EM-transients accompanying  
                       major GW-sources 

specific goal: infer/constrain the luminosity function of 
                       macronovae 

strategy:         interpret data of “macronova candidates” 
                       as being due to macronovae; 
                       derive limits on their luminosity function 



nsns and nsbh mergers 
eject matter via various 
channels

being extremely neutron-rich, 
this matter undergoes  
rapid neutron capture 
nucleosynthesis

the radioactivity in the  
expanding ejecta will  
cause an electromagnetic 
transient (“macronova”)



 

Page 9 of 16 

 

Figure 2 Optical, near infrared (left axis) and X-ray (right axis) light curves of 

SGRB 130603B. Upper limits are 2σ and error bars 1σ. The optical data (gri bands) 

have been interpolated to the F606W band and the nIR data to the F160W band using an 

average spectral energy distribution at ≈0.6 days (see Supplementary Information). HST 

epoch 1 points are bold symbols. The optical afterglow decays steeply after the first 

≈0.3 days, and is modelled here as a smoothly broken power-law (dashed blue line). We 

note that the complete absence of late-time optical emission also places a limit on any 

separate 56Ni driven decay component. The 0.3–10 keV X-ray data29 are also consistent 

with breaking to a similarly steep decay (the dashed black line shows the optical light 

curve simply rescaled to match the X-ray points in this time frame), although the source 

dropped below Swift sensitivity by ~48 hr post-burst. The key conclusion from this plot 

that the optical frequency is between the peak frequency, nm,
and the cooling frequency, nc, such that n n n< <m copt . Thus,
the optical and X-ray bands occupy the same spectral regime
and have the same dependencies on the physical parameters.
We calculate the constraint,

� � » o ´- -
-n E 8.3 1.3 10 , 2e B

0.5
K,iso,52
1.35

, 1
1.4

, 1
0.85 4( ) ( )

shown in Figure 2. Next, we impose a constraint from the radio
band under the assumption that the radio band is between the
self-absorption frequency and the peak frequency such that
n n n< <a mradio . Using the radio upper limit and
n = ´9.8 10radio

9 Hz, we obtain the constraint

� � 2 ´-
-

-
-n E 1.5 10 . 3e B
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K,iso,52
5 6

, 1
2 3

, 1
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where the constraint imposed on the -E nK,iso is shown in
Figure 2. Using the fact that n n>c X , we can use the relative
location of the cooling frequency as a final constraint. Setting
the cooling break to a minimum value, n = ´2.4 10c,min

18 Hz
(10 keV), at the upper end of the X-ray band, we calculate the
relation

� 2 ´- -
-

-n E 3.0 10 . 4B
1

K,iso,52
1 2

, 1
3 2 4 ( )

We use Equations (1)–(4) and joint probability analysis
(described in Fong et al. 2015) to solve for the isotropic-
equivalent kinetic energy and circumburst density. For
� �= = 0.1e B , we calculate = ´-

+ -n 8.0 106.1
25.2 6 cm−3 and

= ´-
+E 6.1 10K,iso 2.6

4.5 51 erg (Figure 2). For � = 0.1e and
� = 0.01B , we find = ´-

+ -n 4.3 103.9
51.1 5 cm−3 and

= ´-
+E 1.4 10K,iso 0.9

2.3 52 erg (1σ uncertainties). From a compar-
ison of the optical and X-ray afterglow emission, we find no
evidence for extinction instrinsic to the burst site or host galaxy
(e.g., =A 0V

host ). We note that the values for the kinetic energy
and density differ slightly from our previous analysis, which
included GRB 150101B (Fong et al. 2015) due to a refinement
of the optical and X-ray fluxes.

Finally, we calculate the isotropic-equivalent γ-ray energy,
by p= +g g

-E d z f4 1L,iso
2 1( ) erg. Using the Swift/BAT

15–150 keV fluence and a bolometric correction factor of 5
to correspond to a wider γ-ray energy range of≈10–1000 keV,
we calculate = o ´gE 1.3 0.3 10,iso

49( ) erg.

3.2. Jet Opening Angle

We can use the temporal evolution of the afterglow to
constrain the jet opening angle. We have no observations of the
X-ray afterglow at δt8 days and therefore no information on
the early decline rate. However, the optical and X-ray bands are
on the same spectral slope (Section 3), and their afterglows
should exhibit the same temporal decline. Indeed, the optical
afterglow at d »t 1.7 2.7– days has a decline rate of
a » -1.02opt , matching the X-ray decline rate at
d »t 7.9 39.7– days of a » -1.07X within the 1σ uncertainties.
Thus, the combination of the early optical data and the late-
time X-ray data implies that the afterglow is on a single power-
law decline over d »t 1.7 39.7– days. Since jet collimation is
predicted to produce a temporal “break” in the light curve (“jet
break”; Sari et al. 1999), the single power-law decline can be
used to place a lower limit on the opening angle assuming on-
axis orientation. The late-time X-ray observations, in

conjunction with the energy, density, and redshift, can be
converted to a jet opening angle, qj, using (Sari et al. 1999;
Frail et al. 2001)

q = + - -t z E n9.5 1 deg, 5j j,d
3 8 3 8

K,iso,52
1 8

0
1 8( ) ( )

where tj,d is in days. Using >t 39.68j,d days, which
corresponds to the last X-ray observation (Table 2), and using
the values for the isotropic-equivalent kinetic energy and
circumburst density as determined in Section 3, we calculate a
lower limit on the opening angle of 2q n9j .

3.3. Limits on a Supernova or Kilonova

We utilize our observations at δt10 days to place limits
on the presence of SN or kilonova emission associated
with GRB 150101B. First, we compare our optical r-band
observations in the range of d »t 10 50– days to the light curves
of known SNe associated with long-duration GRBs to place
limits on SN emission associated with GRB 150101B. We
utilize optical light curves of three SNe that represent the range
of luminosities observed for GRB-SNe: GRB-SN 1998bw
(Galama et al. 1998; Clocchiatti et al. 2011), GRB-SN 2006aj
(Mirabal et al. 2006), and GRB-SN 2010bh (Olivares et al.
2012), redshifted to z=0.1343 (Figure 3). At δt≈10.7 days,
the limit on the optical flux density from GRB 150101B is

1 mnF 0.76 Jy,opt , a factor of≈6–60 below the expected
brightness of GRB-SNe (Figure 3). Similarly, the limits at
δt≈40.7 and 48.4 days are a factor of≈30–65 below the
expected luminosity of GRB-SN 1998bw (Figure 3). Thus, we
can rule out the presence of an SN associated with
GRB 150101B to deep limits.
To place limits on emission from a kilonova associated

with GRB 150101B, we compare our deep optical and near-IR

Figure 3. Optical r-band afterglow light curve of GRB 150101B (blue circles
and triangles). Error bars correspond to 1σ confidence, and triangles denote 3σ
upper limits. The best-fit power-law model (gray dashed line) is characterized
by a temporal decay of a » -1.02opt . Also shown are the optical light curves
of three SNe that represent the range of luminosities observed for GRB-SNe:
GRB-SN 1998bw (dark-blue dotted line; Galama et al. 1998; Clocchiatti
et al. 2011), GRB-SN 2006aj (blue dot-dashed line; Mirabal et al. 2006), and
GRB-SN 2010bh (light-blue line; Olivares et al. 2012); the GRB-SN light
curves have all been corrected for extinction and redshifted to z=0.1343. The
optical limits are a factor of ≈6–60 below the luminosities of known GRB-
SNe, ruling out the presence of an SN associated with GRB 150101B to deep
limits.
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Some short GRBs have excess late-time emission, while others 
don’t to deep limits.  These data constrain the luminosity function 
of isotropic emission associated with BNS mergers and physical 
demographics of macronovae. 

We will fit existing short GRB data with a combined model of 
afterglow and macronova emission to determine what we might 
see for off-axis, LIGO-discovered BNS mergers.
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We use Equations (1)–(4) and joint probability analysis
(described in Fong et al. 2015) to solve for the isotropic-
equivalent kinetic energy and circumburst density. For
� �= = 0.1e B , we calculate = ´-
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� = 0.01B , we find = ´-
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51.1 5 cm−3 and
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2.3 52 erg (1σ uncertainties). From a compar-
ison of the optical and X-ray afterglow emission, we find no
evidence for extinction instrinsic to the burst site or host galaxy
(e.g., =A 0V

host ). We note that the values for the kinetic energy
and density differ slightly from our previous analysis, which
included GRB 150101B (Fong et al. 2015) due to a refinement
of the optical and X-ray fluxes.

Finally, we calculate the isotropic-equivalent γ-ray energy,
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15–150 keV fluence and a bolometric correction factor of 5
to correspond to a wider γ-ray energy range of≈10–1000 keV,
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49( ) erg.

3.2. Jet Opening Angle

We can use the temporal evolution of the afterglow to
constrain the jet opening angle. We have no observations of the
X-ray afterglow at δt8 days and therefore no information on
the early decline rate. However, the optical and X-ray bands are
on the same spectral slope (Section 3), and their afterglows
should exhibit the same temporal decline. Indeed, the optical
afterglow at d »t 1.7 2.7– days has a decline rate of
a » -1.02opt , matching the X-ray decline rate at
d »t 7.9 39.7– days of a » -1.07X within the 1σ uncertainties.
Thus, the combination of the early optical data and the late-
time X-ray data implies that the afterglow is on a single power-
law decline over d »t 1.7 39.7– days. Since jet collimation is
predicted to produce a temporal “break” in the light curve (“jet
break”; Sari et al. 1999), the single power-law decline can be
used to place a lower limit on the opening angle assuming on-
axis orientation. The late-time X-ray observations, in

conjunction with the energy, density, and redshift, can be
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Frail et al. 2001)
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where tj,d is in days. Using >t 39.68j,d days, which
corresponds to the last X-ray observation (Table 2), and using
the values for the isotropic-equivalent kinetic energy and
circumburst density as determined in Section 3, we calculate a
lower limit on the opening angle of 2q n9j .

3.3. Limits on a Supernova or Kilonova

We utilize our observations at δt10 days to place limits
on the presence of SN or kilonova emission associated
with GRB 150101B. First, we compare our optical r-band
observations in the range of d »t 10 50– days to the light curves
of known SNe associated with long-duration GRBs to place
limits on SN emission associated with GRB 150101B. We
utilize optical light curves of three SNe that represent the range
of luminosities observed for GRB-SNe: GRB-SN 1998bw
(Galama et al. 1998; Clocchiatti et al. 2011), GRB-SN 2006aj
(Mirabal et al. 2006), and GRB-SN 2010bh (Olivares et al.
2012), redshifted to z=0.1343 (Figure 3). At δt≈10.7 days,
the limit on the optical flux density from GRB 150101B is

1 mnF 0.76 Jy,opt , a factor of≈6–60 below the expected
brightness of GRB-SNe (Figure 3). Similarly, the limits at
δt≈40.7 and 48.4 days are a factor of≈30–65 below the
expected luminosity of GRB-SN 1998bw (Figure 3). Thus, we
can rule out the presence of an SN associated with
GRB 150101B to deep limits.
To place limits on emission from a kilonova associated

with GRB 150101B, we compare our deep optical and near-IR

Figure 3. Optical r-band afterglow light curve of GRB 150101B (blue circles
and triangles). Error bars correspond to 1σ confidence, and triangles denote 3σ
upper limits. The best-fit power-law model (gray dashed line) is characterized
by a temporal decay of a » -1.02opt . Also shown are the optical light curves
of three SNe that represent the range of luminosities observed for GRB-SNe:
GRB-SN 1998bw (dark-blue dotted line; Galama et al. 1998; Clocchiatti
et al. 2011), GRB-SN 2006aj (blue dot-dashed line; Mirabal et al. 2006), and
GRB-SN 2010bh (light-blue line; Olivares et al. 2012); the GRB-SN light
curves have all been corrected for extinction and redshifted to z=0.1343. The
optical limits are a factor of ≈6–60 below the luminosities of known GRB-
SNe, ruling out the presence of an SN associated with GRB 150101B to deep
limits.
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Some short GRBs have excess late-time emission, while others 
don’t to deep limits.  These data constrain the luminosity function 
of isotropic emission associated with BNS mergers and physical 
demographics of macronovae. 

We will fit existing short GRB data with a combined model of 
afterglow and macronova emission to determine what we might 
see for off-axis, LIGO-discovered BNS mergers.

Constraint on 
Potential Macronova



Tes$ng	Compact	Binary	Forma$on	Models	with	SN	Observa$ons	
Chris	Belczynski,	Ben	Farr,	Chris	Fryer,	Dan	Holz	

A	number	of	uncertain$es	
in	binary	models	make	it	
difficult	to	predict	firm	
rates	on	the	forma$on	of	
NS/NS,	NS/BH,	and	BH/BH	
binaries.		But	a	number	of	
constraints	exist	that	can	
be	used	to	constrain	
binary	popula$on	
synthesis	models:	
1.  Compact	binary	

observa$ons:		e.g.	X-
ray	binaries	and	binary	
pulsar	systems.	

2.  Supernovae:		Many	
supernova	progenitors	
are	produced	by	
binaries.			

The	goal	of	this	project	is	to	study	these	constraints	on	binary	
popula$on	models	and	compare	these	constraints	to	the	current	
and	poten$al	GW	observa$ons.	



Compact	Binary	Constraints	

Although	predic$ons	of	the	
rates	of	compact	binaries	have	
been	notoriously	inaccurate	
(the	LIGO	team	used	these	
observa$ons	to	predict	that	
aLIGO	should	have	already	
observed	100	NS/NS	binary	
mergers),	observed	
eccentrici$es	and	separa$ons	
can	be	used	to	constrain	
models.	
	
Similarly,	observed	spins	for	
both	pulsars	and	BH	X-ray	
binaries	place	constraints	on	
the	stellar	progenitors.	



Supernovae	and	Binaries	

Podsiadlowski	et	al.	1991	

Binaries	may	play	an	important	role	in	making	Ib,	Ic,	Iin,	and	IIb	
supernovae.		In	this	project,	we	will	both	study	the	importance	of	
binaries	in	producing	these	supernovae	and	the	constraints	
supernova	types	place	on	binary	popula$on	synthesis.	

Other	transients	
also	may	require	
binary	progenitors:		
GRBs,	
Superluminous	
Supernovae,	…		We	
will	study	the	role	
binaries	play	on	
these	transients	as	
well.	


